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Abstract—This paper presents a novel virtual reality (VR)
authoring tool designed to simplify the creation of human-
robot interaction (HRI) studies. The tool was developed to
lower the technical barriers in VR development and allows
researchers to simulate complex robot interactions without the
need for advanced programming skills. It incorporates key HRI
methods such as the Wizard of Oz (WoZ) technique, eye-tracking
and motion tracking, and provides a comprehensive platform
for data collection and study customization. A technical user
study with computer scientists was carried out to evaluate the
technical applicability of the tool. The participants confirmed
the user-friendliness, flexibility and accessibility of the tool and
furthermore found the tool efficient and expressed a strong
interest in using it for future research. The results underline
the tool’s potential to expand the use of VR in HRI research,
especially for non-technical researchers.

Index Terms—authoring tool, virtual reality, human-robot
interaction, study setup, wizard-of-oz

I. INTRODUCTION

Virtual reality (VR) is a technology that allows users to
immerse themselves in and interact with virtual environments.
In the context of human-robot interaction (HRI) research,
VR offers the possibility to create virtual clones of robots
that serve as tools to study and simulate interactions be-
tween humans and robots. By replicating the actual functional
capabilities of physical robots in virtual environments, VR
offers researchers a flexible and cost-effective platform for
experiments. In addition, the digital clones can be adapted in
terms of their appearance, range of functions and behavior to-
wards humans without having to adhere to physical boundaries
or technical limitations of physical robots. This capacity for
testing advanced features in a virtual environment speeds up
development, as it eliminates the need for physical prototypes,
enabling faster iteration and feedback cycles [1].

In addition to these technical advantages, VR also pro-
vides a reliable platform for studying social dynamics be-
tween humans and robots. Research has shown that human
behavior in virtual environments closely mirrors real-world
behavior [2], [3], ensuring the validity of data collected in
VR simulations [4]. This makes VR especially valuable for
investigating human responses and interactions with robots,
providing insights into social dynamics and behavioral patterns
that can be observed in controlled virtual settings [5].

Given this unique combination of technical flexibility and
behavioral authenticity, VR emerges as a powerful tool for HRI
research. The ability to test advanced robotic features while
simultaneously studying human behavior makes it an ideal
medium for a wide range of study applications. The advantages
that VR offers as a research tool for the HRI community make
it clear that this medium could become the method of choice
for many future investigations.

However, despite its immense potential, the widespread
adoption of VR in HRI research faces several challenges.
While the benefits are evident, not all researchers have the
necessary resources or technical expertise to fully utilize these
advantages. The development of VR-based studies can be
both time-consuming and costly [6]. Although some existing
systems aim to streamline this process with modular and adapt-
able solutions [7]–[10], there is still no comprehensive tool that
makes VR-based HRI studies easily accessible. Overcoming
these barriers could make the field more sustainable, reducing
the reliance on expensive physical robots.

Recognizing these challenges, we developed a VR authoring
tool to optimize the creation of VR-based studies, offering re-
searchers a simplified and modular approach. We collected the
requirements, needs, and preferences of HRI researchers, after
which the tool was designed and developed into a functional
system [11]. Following the requirements of HRI researchers,
the tool provides ready-to-use virtual environments, robots,
measurement methods, and interaction options, enabling users
to customize studies to meet their specific research needs. It
also integrates key technologies and paradigms, including eye-
tracking for data collection and a visual programming interface
for easy robot behavior design. Additionally, it features a
Wizard of Oz (WoZ) dashboard, a widely adopted method in
HRI research. This paper conceptually outlines the integrated
techniques and assesses the tool with input from computer
science (CS) experts, to evaluate the applicability of the system
from a technical side. In this user study, participants used the
tool to create a study and then evaluated its usability, workflow,
UI/UX, and other aspects through a qualitative interview. Since
the usability of such a tool is the fundamental prerequisite for
its acceptance, this user study serves as a first step in refining
the tool, ensuring it meets standards for intuitive design and
user-friendliness.



II. RELATED WORK

VR is a widely used research tool in various disciplines. For
instance, it is employed in medicine as a training tool [12],
in educational settings to make learning more immersive and
efficient [13], and for raising awareness about social issues,
using interactive elements to engage people more effectively
[14]. Specifically in the field of Human-Robot Interaction, VR
applications range from virtual environments for training and
simulations that would be dangerous in real life [15], to studies
focusing on social interactions between humans and robots
[16]. Recent studies also highlight VR’s potential for robot
teleoperation [17] and exploring human-robot collaboration in
safe virtual spaces [18].

The widespread and diverse use of VR as a research tool can
be attributed to its numerous advantages. Virtual environments
allow researchers to immerse participants in simulations that
create a sense of presence (e.g., ”being there”). Presence and
immersion have been identified by Rebelo et al. [19] as key
concepts for understanding the psychological and physical
experiences of participants. These conditions make VR-based
evaluations suitable for real-time assessments of clinical, affec-
tive, and social processing in a manner that closely resembles
real-world conditions [20].

Additionally, other factors, such as the ability to maintain
control over the experimental setting at all times [21], [22],
are important selling points for VR as a research tool. Unlike
field and laboratory studies, VR offers an ecologically valid
platform because it enables studies to be conducted in realistic
environments ”on-site” while providing a reproducible and
controllable setting [21], [23], [24].

Furthermore, VR can integrate behavioral and physiolog-
ical measures to track users’ responses. It allows for the
measurement of user behavior during the VR-study, e.g. via
motion tracking systems, such as eye-tracking or head-tracking
devices. These devices can monitor head and eye movements,
facilitating the analysis of non-verbal cues of engagement [25].
In addition, physiological measurements can be monitored in
a virtual environment through the VR-headset, which tracks
heart rate variability, skin conductance, and skin temperature
in real time during the virtual experience. Thus, VR can be
considered an integrated measurement tool, offering a more
ecological and controlled environment that enables the devel-
opment of a more holistic and comprehensive psychological
model of user experiences [6], [26], [27].

When looking at similar systems that aim to simplify
complex processes for the VR universe, there are a few
examples. Giglioli et al. have presented a framework capable
of collecting psychological attributes in real-time during VR
scenarios [7]. Brookes et al. have presented UXF, a system
that offers various forms of data collection and can be easily
adapted to independent variables, but which does not offer
any stimulus material [8]. There are also attempts, e.g. by
Vasser et al., to simplify the generation of 3D worlds through
modularized functions [10]. This may be sufficient for many
use cases, but especially for HRI it is important to provide

Fig. 1: Left: Pepper in library; Right: Temi in museum

realistic robots and environments. All of these systems are
useful and legitimate attempts to simplify complex technical
processes in VR development for studies. However, they are
not specialized in the HRI area and therefore do not offer
robot configuration options and various prefabricated, high-
quality environments, nor do they offer measurement methods
that are required for the HRI area.

III. VR AUTHORING TOOL

We developed the VR authoring tool using the Unity
game engine, incorporating various virtual robots, objects,
and environments, which were used in previous iterations
and projects [11], [28]. The authoring tool itself features a
modular architecture, designed with a high degree of technical
generalization to maximize customizability for a wide range
of use cases. The version presented here is a standalone
application that can be executed on any computer, eliminating
the need for researchers to work with Unity directly, thus
lowering technical barriers. This chapter briefly presents the
initial needs and requirements of HRI researchers, which were
collected in a previous iteration and developed into a catalog of
functions [11]. It then describes the integrated techniques and
the conceptual workflow of the VR authoring tool and shows
how researchers can use it to create studies. In addition, this
chapter explains the novelty and significance of the system for
HRI research.

A. Needs and Requirements for the System

To establish the VR authoring tool in HRI research, it is cru-
cial to identify the needs and requirements of HRI researchers
for such a system. This approach ensures that the tool provides
the necessary functions required by the HRI field. Since HRI
is inherently interdisciplinary, encompassing researchers from
technical disciplines to those from psychological backgrounds,
special care was taken in the initial requirements gathering
to include feedback from HRI researchers who work less
within the technical spectrum. This approach aims to ensure
that the VR authoring tool is accessible to a wide range of
HRI researchers with varying technical expertise, especially
given that the development of VR applications for studies is a
complex process. The key needs and requirements identified
by HRI researchers focused on a modular design for the tool,
enabling its functionalities to be applied across various use
cases. At the same time, these functionalities should be as
simple as possible, allowing researchers to navigate the tool



with ease. These needs emphasize the necessary flexibility
and simplification of the tool. Additionally, HRI researchers
expressed the importance of offering a simplified “Begin-
ner“ version that, while limited in functionality, empowers
researchers without implementation expertise to use the tool
for their own research. Alongside this, they suggested the in-
clusion of an “Expert“ version without functional restrictions,
allowing advanced users to leverage the tool’s full capabilities.
This dual approach aims to accommodate researchers with
varying levels of technical knowledge. Many HRI researchers
also highlighted the need for paradigms that simplify human-
robot interaction. As an example, some researchers suggested
a block-based development of the robot interaction schema
to streamline the process. They also expressed the wish for
suitable documentation in video form, or demos. Further
results regarding the perception of VR in HRI research and
the measurement methods available in VR can be found in
the previous iteration of the study [11].

B. Synthesis of Existing Techniques to the System

The VR authoring tool integrates established techniques and
paradigms into a unified platform, making these resources
easily accessible for researchers. Virtual versions of real
robots, such as Softbank Robotics’ Pepper and Temi, have
been digitized for use in VR, with functionalities mirroring
their physical counterparts (see Figure 1 for the digital clones
of Pepper and Temi in two different virtual environments).
Customization options, such as adjusting robot colors, are
available directly within the VR environment. For robot con-
trol, the system incorporates the Wizard of Oz (WoZ) tech-
nique, which is highly valued in HRI research for its flexibility
[29], cost-effectiveness [30], and ability to bypass the need for
fully autonomous robot functions [31]. In WoZ experiments,
a hidden human operator, or “Wizard“, remotely controls
the robot’s movements and speech, while participants remain
unaware of the human intervention. The WoZ has already
been presented in an earlier iteration [32]. Additionally, a
visual programming interface inspired by tools like Scratch
[33] and Blockly [34] has been implemented, enabling users
to design robot behavior schemes with ease. This interface
uses color-coded blocks, each representing pre-programmed
functions, simplifying the creation of interaction patterns. The
visual programming interface offers an alternative to the WoZ
approach for controlling the robot’s interactions within the VR
environment. The tool also accommodates established mea-
surement methods, including eye-tracking, motion tracking,
physiological data collection, and self-report tools such as
questionnaires. These methods, widely used in HRI research,
come pre-implemented for immediate use, streamlining data
collection and analysis. For example, eye-tracking metrics
like dwell time and fixation count can be applied to specific
objects in the virtual environment, such as the robot, to capture
detailed user interaction data. In motion tracking, the tool
focuses on proxemic metrics, such as measuring the distance
between the human and the robot, providing valuable insights
into human-robot interaction dynamics. The advantage of these

integrated measurement tools is that they are ready-to-use,
eliminating the need for laborious implementation.

C. Conceptional Workflow

When launching the standalone VR authoring tool, the main
menu is displayed. The main menu consists of the following
options: starting previously created studies for data collection
with participants, creating a new study, configuring an existing
study, and providing help through demos, FAQs, and written
documentation.

When creating a new study, various configurations must be
defined, which follow the study creation process in HRI based
on Bartneck’s method [35], a widely recognized approach in
HRI research. These configurations include specifying whether
the interaction is dyadic or group-based, selecting the robot
(see Figure 2), choosing the virtual environment (currently
library, museum, or industrial settings), deciding on the in-
teraction mode (WoZ vs. visual programming interface), and
selecting the preferred measurement methods.

Fig. 2: Selection of the robot in the study creation process

Once all these steps are completed, the virtual environment
is loaded with the specified settings and visualized in a new
scene (see Figure 3 for an example of the visual programming
interface). This environment reflects the configurations chosen
during the study creation process. In the example shown in
Figure 3, the Pepper robot is selected for a dyadic interaction
in a library setting. Alongside the visual representation of
the environment, users can toggle between Robot point of
view (POV) and Player POV to view the study environment
from different perspectives. Additionally, users can navigate
the virtual environment using keyboard and mouse controls,
as well as move and rotate the robot. The menu also offers
options to customize the robot’s appearance, adjust participant
metrics (e.g., the height of virtual participants and different
locomotion mechanics), create interactions, modify or reselect
measurement methods, and configure data export, which is
available in various formats.

When creating an interaction, the remaining menu options
disappear, and an interface appears where interaction steps
can be defined sequentially (see Figure 4 on the left side).
Interactions can be categorized into robot navigation, tablet



Fig. 3: Menu of the visual programming interface

content display, voice output, and robot gestures. These inter-
actions can be enhanced with program logic elements such as
wait, do-until, if-else, and repeat, allowing for more dynamic
and responsive behavior patterns. In the example shown,
two interaction steps have already been set. The interaction
begins with a gesture where Pepper welcomes the participant,
followed by a 4-second pause. Then, the robot delivers a verbal
message to the participant. In Figure 4, the movement menu
for the third interaction block is visible. Here, researchers
can choose from predefined blocks for quick integration into
the interaction flow, set navigation targets within the virtual
environment for the robot, or define precise movements using
the move and turn commands. Once the interaction creation
process is complete, the study design can be saved as a .json
file and initiated for data collection via the main menu.

Fig. 4: Selection of navigation task for the robot

D. Novelty and Significance of the VR Authoring Tool

The VR authoring tool introduces several innovations aimed
at addressing key challenges in HRI research, offering both
technical advancements and practical usability. One of its main
contributions is its potential to lower technical barriers by re-
moving the need for in-depth programming or familiarity with
complex VR development platforms like Unity. By providing
a standalone application, the tool enables researchers from var-
ious backgrounds to create, configure, and conduct VR-based
studies without requiring advanced technical expertise. This
could make the research process more simple, encouraging

broader adoption and experimentation with VR within the HRI
community.

IV. TECHNICAL USER STUDY

The VR authoring tool was designed to address the specific
requirements of HRI researchers, culminating in its first func-
tional iteration. For this technical user study, we utilized the
“Beginner“ version, as we expect it to be the preferred choice
for non-technical researchers due to its simplified design. To
validate the tool’s usability, workflow, UI/UX design, and
overall simplicity, a technical user study involving computer
science researchers was conducted to gather expert feedback
and ensure it meets the necessary standards.

A. Sample

We were able to recruit a total of nine participants (two
women and seven men) who worked as research associates
and PhD students in the CS field. They had an average age of
33.00 years (SD = 11.05). Participants had to rate on a 7-point
Likert scale (7 = very high; 1 = very low) their experience in
programming (M = 5.11, SD = 0.99), UI/UX design (M =
3.44, SD = 1.64) and the development of technical systems
(M = 4.67, SD = 1.33). The number of participants was
sufficient for the technical user study, as data saturation could
be determined. We found this by continuously analyzing the
collected data after each session, which generated fewer and
fewer new insights, if any at all.

B. Method

This technical user study was conducted in two parts. In
the first part, a Think Aloud protocol was employed while
participants used the authoring tool, with screen recording
capturing their interactions. Participants were instructed to
verbalize their thoughts and perceptions of the tool throughout
the session, which allowed for the identification of both
intuitive aspects of the system and potential issues that may
arise unconsciously. During the process, the study leader asked
clarifying questions to gain more insight into the participants’
remarks and observations. The second part consisted of a
semi-structured interview divided into six sections. All of the
participants’ responses were collected qualitatively.

The first section focused on initial impressions, where par-
ticipants were asked two questions about their first impressions
of the main menu and the visual programming interface. To aid
their recall, images of the respective interfaces were presented
on paper.

As usability is a dominant factor in Human-Computer
Interaction (HCI) [36], the second section addressed this
aspect based on the guidelines of the ISO 9241-11:2018
standard [37], which defines usability in terms of effectiveness,
efficiency, and satisfaction. For effectiveness, participants were
asked how well the tool’s features supported the creation of
the study. Additionally, the completion of the study process
was collected via screen recording. For efficiency, participants
were questioned about the perceived mental and physical effort
required to design a study using the tool. For satisfaction,



Fig. 5: Example interaction created with the visual programming interface

participants were asked how enjoyable or frustrating they
found the system.

The third section focused on workflow factors, drawing in-
spiration from Mayhew’s task analysis methods [38]. Although
Mayhew does not provide a universal method for interviewing
users about workflows, his approach incorporates several key
heuristics and strategies that can be tailored to effectively
gather workflow information during an interview. Participants
were first asked to describe the steps they followed to complete
their research project using the tool. Follow-up questions asked
how clear and logical they found the workflow, whether they
always knew what the next step was, and whether any steps
were confusing or difficult.

The fourth section dealt with UI/UX factors, with questions
informed by Norman and Krug’s principles [39], [40]. Here,
participants were asked how easy it was to navigate the
interface, whether any elements were unclear or failed to
meet their expectations, how intuitive they found the system’s
navigation, and how consistent the design and functionality of
the user interface appeared to be.

The fifth section focused on simplicity, asking participants
how accessible they thought the VR authoring tool would be
for individuals with little technical or programming knowledge
who aim to create their own VR studies in HRI. Additionally,
potential challenges or issues faced by this target group were
discussed.

Finally, the sixth section covered general feedback, where
participants were asked to highlight particularly positive as-
pects of the tool, suggest improvements, identify other research
areas where a VR authoring tool could be beneficial, and

express whether they would personally use or recommend the
tool.

C. Material

Participants in the technical user study were tasked with set-
ting up a study using the VR authoring tool. They were given
the research question: “What distance should a robot keep
when approaching a person?” The framework specified using
the robot Pepper in a virtual library setting, with an automated
interaction. The robot had to announce its movement, approach
the participant, and stop when the participant pressed a key,
indicating the optimal distance. Pepper would then verbally
indicate it had stopped and say goodbye. These instructions
were also provided on a printed sheet for reference.

D. Procedure

Participants were informed about data protection and the
study’s purpose, and consent was obtained for audio recording
and data use. A screen recording captured their process of
using the authoring tool on a desktop PC to configure the
study, select the robot, and choose a measurement method.
After setting up the interaction using the visual programming
interface, the study concluded with a semi-structured inter-
view.

V. RESULTS

A. Simplicity of the VR Authoring Tool

When asked how simple the VR authoring tool appears
for researchers with little technical implementation expertise,
all CS experts said that the tool is likely very accessible.
P4 commented: ”I believe that if you work in the research



field, you generally have some technical aptitude, and you’re
comfortable with computers and technical devices. So, it is
quite intuitive.” Similarly, P6 said: ”Yes, very. I didn’t find any
aspect where my programming knowledge was particularly
necessary.” P1 added that the simplicity of the tool could be
improved by including barrier-free features such as text-to-
speech.

When looking at potential challenges from a technical
perspective, problems with bugs were mentioned. P4 noted:
”I think that if bugs occur, or if help is needed, it may not
be immediately clear or obvious what to do”. Additionally,
the workflow logic of the interaction blocks, which is based
on common programming conventions, was brought up as a
potential challenge. P7 remarked: ”I’m not sure if the logic
might be an issue—whether following the sequence could be
a problem.”. It was also mentioned that a lack of assistance
could pose challenges when using the tool, e.g. by P9: ”So I
do think that there should be something like help again. The
first thing that came to my mind was the Word paperclip, which
existed at some point, but which I found rather annoying as I
got to grips with Word. But perhaps it would be quite helpful
at the beginning of trying out or using the software or the
interface. So an introduction or training wouldn’t be a bad
idea”.

B. General Perception of the VR Authoring Tool

Regarding the most positively mentioned aspects of the
authoring tool, P1 highlighted its ease of use: “Overall, the
simplicity of handling it, the fact that it provides a very
simple and quick way to implement such scenarios, especially
considering my personal experience of how much time and
effort goes into programming Pepper or VR systems. This is
definitely the standout feature for me.” Similarly, P2 praised
the tool for offering a straightforward way to assemble
workflows from individual components.

Furthermore, P3 and P9 found the display of the experi-
mental sequence on the left side of the visual programming
interface helpful. P9 commented: “What I particularly liked
about the system was the layout of the menu on the first and
subsequent pages. It made sense to me and felt very intuitive,
having the menu on the left side as well as the sequential flow
using arrows. That was very good.” P4 emphasized the ability
to test the created interaction: ”The feature that stood out to
me was the ability to try out what I had just created. Running
through the workflow I had built to see what it looks like in
action was very helpful.”

The clarity in creating interactions was also mentioned
by P5 and P6. P5 said: “Yes, the clarity was remarkable.
Whether I wanted to create something speech-based or pro-
gram a robot’s movement, it was clear what I needed to do.”
P7 focused on the visualization aspect: ”I really liked the
visualization, seeing Pepper in the room and being able to
stop the robot myself.”

When it came to suggestions for improvement, participants
mentioned two key areas. First, several participants expressed
a desire for more information on specific features, such as

symbol icons. P4 suggested: ”What comes to mind would be
an info box for each section, where you can see the docu-
mentation for that part without having to go back and read
through everything, figuring out where you are. Just having a
little icon for help on each page would be great.” Second, P8
asked for a guided process for creating interactions, echoing
the same sentiment: “It would be helpful to have an info field
on each page, so you can access documentation specific to
that part instead of going back and forth.”

Regarding whether participants would want to use the
tool themselves, all of them agreed. P6 remarked: “Yes,
definitely. For future studies, it would certainly help streamline
the setup.”

In addition, all participants would recommend the tool to
HRI researchers. P1 stated: “Absolutely. As I’ve mentioned
before, I know how much of a pain this process can be.
But I think this tool offers a great way to accomplish what
you need in a performant and user-friendly manner. I would
advise anyone without prior experience to give it a try, as it
significantly simplifies the entry process.”

C. Usability of the VR Authoring Tool

Usability assessments were divided into three categories.
For effectiveness, four participants indicated that they were
able to complete the task effectively, thanks to the tool’s
wide range of features and flexibility. P1 commented, ”The
fact that there was both the option to create custom blocks
from scratch, with plenty of configuration options, as well as
having certain presets that I could directly select, was helpful.”
Another two participants stated that the tool’s effectiveness
was due to its user-friendliness and ease of use: ”I can
do it myself as a layperson. I don’t have to program a
robot or modify hardware and install sensors to measure the
distance” (P3). However, three participants felt hindered in
their effectiveness because there was no option to access
the tool’s documentation in the study setting. P4 mentioned:
”There was relatively little help. You had to figure things out
for yourself. There wasn’t a tool or tutorial to guide you
through something simple.”

In terms of efficiency, eight participants reported that the
system was efficient, with minimal physical and mental
effort required. P3 stated: ”Minimal. I think once you get the
hang of it, it’s quite straightforward.” Similarly, P4 added: ”I
didn’t find it difficult. You could figure it out quite easily.”. In
contrast to that, one participant stated, that the mental effort
was higher to fulfill the task in the study because of the
study environment itself and not because of usability problems
regarding the tool (”Well, I would say higher, because you are
in the study and you want to be helpful and if you somehow
don’t know what exactly you have to do, then you get into a
bit of a stress factor”; P5).

Regarding satisfaction, 7 out of 9 participants said that
using the system was pleasant and not frustrating. P7 re-
marked: ”I found it very pleasant. There was no point where
I felt frustrated.” On the other hand, two participants were
not satisfied. P3 expressed: ”It doesn’t match the common



structure I expect from such interfaces, like having the buttons
closer together or seeing immediately how the elements relate
to each other. For example, I wasn’t sure how the timing
between actions was connected after pressing the fall button.”
P5 added, ”It became frustrating, especially when you didn’t
know what was happening during the robot interaction setup.”

Last but not least, with the help of the screen recordings, we
checked whether the study objectives had been fully achieved
by the participants. All of them except one were able to
complete the task in the study using the authoring tool. In
the case of the one person who did not succeed, the last
interaction step with Pepper’s verbal statement was missing.
The participant explained the failure of the task itself with the
subjective preference of how the elements are arranged in the
tool (“Possibly, but that is more of a subjective thing, that an
arrangement would suit me better with another presentation”;
(P2)). Furthermore, we measured the times that the participants
needed to complete this study. On average, they needed 9
minutes and 31 seconds to complete the task, with a standard
deviation of 3 minutes and 38 seconds.

D. Workflow of the VR Authoring Tool

All participants found the workflow for creating the study in
the evaluation with the VR authoring tool to be logical and
clear. P7 commented: ”Overall, super clear. As mentioned,
the different possibilities and pathways were very structured,
logical, and easy to follow.” P4 added: ”It was very clear and
logical. There were no problems understanding or implement-
ing it.” When asked if they had a clear understanding of the
next step in the creation process at all times, 5 participants
agreed (”It was always clear what the next step was”; P1).
However, two participants mentioned that due to arrange-
ment of the elements, they were not always sure what to do
next. The arrangement of logic elements that could be added
to the interaction blocks was presented in a single interface.
As a result, participants expected to have to fill in all the
logic elements, rather than choosing just one, as intended. P3
commented: ”That was the point where you helped me, where
I had to press exactly on the logic implementation for it to
be saved.” Additionally, there were misunderstandings when
adding interaction blocks. P6 noted: ”For example, there was
the step where you had to click on the interaction again to
finalize it [when selecting the speech category].” Furthermore,
five out of nine participants clicked the wrong item in the
main menu the first time. Intuitively, they clicked the first
element (”Start Experiment”), although they were supposed
to click the second element (”Create Study Design”) to create
the study. ”So, where exactly to click— I intuitively clicked
the top left. The word ’Start’ triggered me, and the top left
also triggered me.” (P5).

E. UI/UX Design of the VR Authoring Tool

When asked how easily participants navigated the UI, two
participants reported issues. P5 noted that certain elements
were more prominent than others, and the UI, particularly
in the logic selection, felt cluttered: ”So, the distribution was

a bit strange. Some elements were just more prominent than
what needed to be done. For instance, the interface or graphic
of the library was much more prominent than the Modify-Robot
button. Also, with the tiles, the green plus sign for adding was
more noticeable than the tile itself because it was gray with
white text. And then the tiles in the logic section, with the four
outer options, felt a bit overloaded.” Similarly, P8 mentioned
not immediately finding their way around, but only in the
visual programming interface part: ”The first part here is easy
because there are text and images, what you are expecting to
have. In the next UI, it is not straightforward. It doesn’t have
introduction to what you are doing, what you start to do, and
what you have to expect as a result, what you will do next.
I mean there is no workflow until I ask you.” In contrast, the
remaining seven participants reported navigating the UI well
because of the clarity and familiarity of the instruction of the
UI elements. P1 said: ”Neat and tidy. I found it very clear,
especially for the beginning.” P9 added: ”I generally like that
we have a menu on the left, which I believe is very familiar
to many users, as you often find it on many websites, either
on the left or at the top center.”

When asked how intuitive participants found the UI/UX,
all agreed that it was highly intuitive. P1 praised the tool’s
flexibility: ”I liked that you could try things out without
breaking anything. I could just look around, test things, and
click on everything. I could click on any section without being
forced to move forward immediately. It could have been the
case that I said, Create Interaction, and then had to create
a block right away or something like that.” P8 added that
after a short familiarization period, the UI/UX design
seemed very intuitive: ”The user interface itself was very
intuitive. The camera guidance and control of Pepper, well, a
bit simplified, but not bad. I would say after a short adjustment
period, maybe 30 seconds where I tested everything, I was fully
comfortable with the program and could carry out everything
that was required.”

When asked how consistent the UI design was, all par-
ticipants agreed that it was consistent. P9 mentioned the
color palette used throughout the system: ”Very consistent, the
colors look very simple. Along with the colors green, yellow,
and red, I also remember blue and black. The color palette
runs throughout the entire process. I didn’t like the color of
the robot, with black and yellow, but otherwise, the overall
image was uniform.”

VI. DISCUSSION

The VR authoring tool has been well received by CS
experts. Although only the first functional iteration was used
in this evaluation, the flexibility, range of functions and user-
friendliness of the tool were emphasized, indicating that the
needs and requirements were met. This is also reflected in
the measured time for creating a VR study with the tool,
which enabled participants to produce a functional version
for a study in a relatively short period. CS experts rated
the tool as suitable for researchers without programming
knowledge. This indicates that the complex implementation



processes for virtual robot interactions have been simplified
to a near self-explanatory level. Such simplification could
make the tool accessible to other research fields, serving as
a valuable VR research instrument. This positive assessment
by CS experts who are familiar with complex programming
paradigms is particularly promising and indicates that the
needs and requirements in terms of ease of use and the
legitimization of the visual programming interface have been
met. Participants recommended the tool for its ease and speed,
appealing to both non-technical and CS researchers, suggesting
broad interdisciplinary acceptance.

The majority found the tool’s usability effective, efficient,
and satisfactory, indicating it is on the right track with potential
for broad use. The main concern was the lack of documen-
tation, with participants requesting guides or a companion
for support. This technical user study deliberately omitted
such resources to capture raw impressions from CS experts.
However, for the final release version, video tutorials, pre-built
demo scenarios, and written documentation will be provided,
as outlined in the requirements catalog in an earlier iteration
[11].

The workflow received much praise as well. Participants
particularly highlighted the logical sequence of configurations
throughout the creation process, both in the main menu and the
visual programming interface. This suggests that the guided
sequence can be very supportive, allowing users to create a
study with minimal mental and physical effort. Some partici-
pants raised comments about unclear elements in the workflow,
such as the logic implementation overview, which was viewed
as overly complex, or minor confusion regarding the tiles in
the main menu. These are areas that can be improved in the
next iteration to further enhance the tool’s workflow.

Most participants found the UI/UX design easy to navigate
due to its clear and consistent structure. Many reported that the
interface was intuitive and posed no major challenges. How-
ever, some participants mentioned unclear element placement,
such as the overly prominent scene featuring Pepper in the
library, which distracted from the controls. One participant
suggested a more guided approach, similar to the main menu’s
initial layout. While the original design aimed for an open-
ended, sandbox-style interface to allow for experimentation,
an optional guided version could be considered to enhance
usability for some users, even if it might limit flexibility.
In conclusion of this discussion it can be inferred that the
current version of the tool has already gained positive feedback
from technically adept researchers, affirming the usability of
the concept. Since usability is a fundamental prerequisite for
using such a tool, and this study has demonstrated that CS
experts can effectively navigate it, we believe the tool is
ready to be tested by non-technical researchers in the next
phase. Nevertheless, results revealed that further adjustments
to the UI/UX design and workflow could broaden the tool’s
applicability and better address the diverse needs of its users.

The evaluation and first iteration of the VR authoring tool
have limitations. Visual irregularities, such as text overlapping
interaction blocks and imperfect element arrangements, were

noted by participants and will be corrected in the next iteration.
Additionally, not all functions were included, as this would ex-
ceed the study’s scope. A simple predefined research question
was used to focus on usability, workflow, and UI/UX aspects.
However, a more complex task might offer deeper insights
into the tool’s functionality. The Think Aloud method also
presented challenges, as it can affect participant behavior [41]
and not all participants verbalized their thoughts consistently.
Not all needs and requirements raised in [11] could be tested in
this technical user study. While CS experts praised the ease of
use and simplified visual programming interface, the system’s
modularity could not be addressed due to the study’s structured
design. This aspect will be explored in a more open study
with HRI researchers. Furthermore, the sample size of nine
participants is limited. Involving more experts from a broader
range of disciplines within CS could potentially provide more
robust and comprehensive results.

VII. CONCLUSION & FUTURE WORK

A novel approach to utilizing VR in Human-Robot Interac-
tion has been introduced through an authoring tool, designed
to simplify the creation of VR studies in the HRI field and
empower researchers without programming experience. The
goal is to establish VR as a simplified research instrument
in HRI. The system was evaluated by CS experts to gather
feedback on usability, workflow, UI/UX design, and simplicity
from a technical perspective, which is crucial for refining the
tool before its deployment in the interdisciplinary field of HRI.
Participants responded positively, highlighting its flexibility,
functionality, and ease of use, though some inconsistencies in
the UI/UX design remain and will be addressed in the next
iteration. The next phase will focus on HRI researchers to
assess how well the tool supports the intended user group,
shifting the focus from technical feasibility to content-related
aspects like robot interactions and measurement methods. We
plan to use the revised version of the authoring tool, based
on the insights and feedback from the CS experts, to provide
non-technical researchers with an optimized and error-free
version for the future study. Unlike the method described in
this paper, participants will be encouraged to design studies
that are more open-ended and aligned with their own research
interests. The ultimate goal is to release the tool as open-
source software for the community, with future enhancements
including a digital companion to guide users, complementing
written documentation, video tutorials, and demo scenarios to
enhance guided usability.
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