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Abstract—The efficiency of social interaction depends on 
common ground—that is, a mutual understanding of the actors’ 
behavior and their environment. Insufficient common ground 
can have severe negative effects such as misunderstandings, 
conflicts, or event damage. In this position paper I introduce my 
perspective common ground as both a basis and a result of a 
mutual understanding of each other’s actions and intentions; and 
I point out and sketch how awareness research from Computer-
Supported Cooperative Work might contribute.  

Keywords—Recognition of Actions and Intentions; Computer-
Supported Cooperative Work; Common Ground; Awareness.  

I. INTRODUCTION AND MOTIVATION  
In social interaction it is important to adequately understand 

each other’s actions and intentions. Humans have a natural 
ability to infer intentions from actions [2]. Besides capturing 
and analysing the actions per se, humans also scan and infer 
from facial expressions and gaze, etc. [17]. Likewise, 
successful human-robot interaction requires a mutual 
understanding of actions and intentions between the human 
actor or actors and the robot or robots. Furthermore, both 
humans and robots need to understand their shared 
environment [3]. One of the big challenges here is the question 
whether robots can have intentionality as a point of departure 
for intentions and consequently for actions. In the existing 
literature there have been great discussion and analyses 
towards a better understanding of the roles that the body and 
the intentionality of the actors play [18]. This is very central 
since it is assumed that from an intentional stance only humans 
have intentionality [17].  

II. COMMON GROUND 
Independent of similarities and differences between 

humans’ and robots’ intentionality, in successful human-robot 
interaction some minimal common ground is required [3] [10]. 
Common ground can have different categories that have been 
identified for human communication and beyond [4, 13]: 
conversational conventions: these are the very basic 
agreements of the style of the social interaction (e.g., turn-
taking); communal common ground: these are basic 
assumptions the actors have amongst each other (e.g., that the 
language of a dialogue is English); personal common ground 
achieved before the conversation: these are a-priori agreements 
(e.g., the human actor knows and the robot is programmed to 
perform their shared task in car production); as well as personal 
common ground developed during the conversation: these are 
outcomes of the mutual interaction (e.g., the robot might be 
able to learn new words or pronunciations of the human actor).  

A very central lesson here is that the common ground is a 
mutual construct—that is, all human actors and robots involved 
require this understanding of each other. And furthermore it is 
a recursive construct—that is, all parties involved require an 
understanding of the others’ understanding [13].  

Having this reciprocity in mind we can furthermore 
distinguish the degree of autonomy of the parties involved (see 
also [16]). Both the human actor as well as the robot can either 
be dependent on the other party (e.g., the user requiring the 
robot to carry and transport a heavy object), or independent of 
it (e.g., the human and the robot acting in the same space, but 
not directly interacting with each other). Figure 1 illustrates the 
user’s and robot’s dependencies and the corresponding types of 
shared understanding (the two arrows illustrated that the 
dependencies can also change over time).  

 
Fig. 1. User’s and robot’s dependencies and corresponding types of shared 

understanding (Source: inspired by [16]).  

III. TOWARDS DESIGNING FOR COMMON GROUND  
In order to support common ground it is important that the 

design of the human-robot interaction addresses these types of 
dependencies and respects this mutual and recursive nature of 
common ground.  

In the field of Computer-Supported Cooperative Work 
(CSCW) there has been interesting research on technical 
support for common ground in human-computer-human 
interaction. Traditionally, the concept here has been referred to 
as awareness, which can be defined as ‘a user’s internal 
knowing and understanding of a situation including other users 
and the environment that is gained through subtle practices of 
capturing and interpreting information’ [7, p. 432].  

Overall CSCW offers considerable insight with respect to 
awareness research. Starting with early ethnographic studies of 
mutual heeding of team members in situations of tight 
collaboration and early systems to capture and present 
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awareness information it eventually evolved into an 
understanding and support for specific types of awareness such 
as coexistence awareness (on the mutual presence of users); 
and on cooperative awareness in shared workspaces and in 
group editors [7].  

Recently research in CSCW has pointed out the importance 
of shared intentionality in human-computer-human interaction 
[15]. Tenenberg et al. point out that: ‘a number of philosophers 
have defined notions of intentionality that extend beyond the 
individual … “we-intentionality” … also called shared 
cooperative activity, shared intentionality, joint intentionality, 
and collective intentionality’ [15, p. 240]. Very often in the 
classical literature on phenomenology that dealt with 
intentionality the focus has been on individuals—especially in 
the literature of the founder of phenomenology Husserl [11], 
but also in his students and followers such as Heidegger [9] 
and Merleau-Pointy [12]. It was mostly Schuetz who started 
including a strong social perspective [14].  

One factor that increases the complexity of mutually 
understanding the actions and intentions is the finding that 
humans in any kind of social interaction have a tendency to 
actively present themselves. For instance, Hancock et al. could 
show that users in instant messaging who get mutual 
information of each other’s online presence sometimes use 
deception to either avoid or to get out of on-going 
conversations [8]. They use the term butler lies in comparison 
to the behaviour of butlers who sometimes are instructed to 
send visitors away despite the presence of the host. Goffman 
studied social interaction for several decades and developed a 
framework of social interaction [1, 6]. In this framework he 
uses the metaphor of a theatre performance pointing out that 
humans in social interaction always try to make an impression 
on the other participants. This has not necessarily anything to 
do with cheating, but very often is related to presenting oneself 
differently in specific social contexts (e.g., at work versus in 
the sports club). Still, when trying to understand the behaviour 
and intentions behind activities it is essential to keep in mind 
that the motivation of the actor can be two-fold: the intentions 
towards the task at hand, and the desire to influence one’s 
appearance.  

IV. CONCLUSIONS AND SUMMARY  
In his book entitled ‘Where the Action Is: The Foundations 

of Embodied Interaction’ Dourish points out that embodied 
interaction has a bodily tangible dimension and a social 
dimension. He writes: ‘embodied interaction is interaction with 
computer systems that occupy our world, a world of physical 
and social reality, and that exploit this fact in how they interact 
with us.’ [5, p. 3]. Environments populated with humans and 
robots are increasingly based on such embodied interaction.  

In this workshop on ‘The Role of Intentions in Human-
Robot Interaction’ at HRI 2017 I would like to contribute 
insight from research in CSCW on awareness and discuss 
overlaps, contradictions, and especially synergies between 
different fields interested in a better understanding and 
technical support for the recognition of action and intention in 
human-human and human-robot scenarios.  
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